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ABSTRACT

In this short Perspective, we discuss how recent dynamic live-cell imaging experiments have challenged our understanding
of mechanisms driving functional molecular interactions in vivo. While we have generally considered the formation of func-
tional biomolecular complexes as resulting from the stable assembly of two or more partner molecules, here we entertain
the possibility that function may actually be maintained while molecules are rapidly exchanged within a complex. We pos-
tulate that at high effective concentrations, even very weak interactions can lead to strong binding site occupancy and
therebymediate function in a highly dynamic fashion. This newperspective in our definition of what represents a functional
complex in living cells and in vivo could significantly alter how we define the nature of molecular transactions critical for
mediating regulation in the cellular context. These less conventional principles also allow a broadening of the mechanistic
options we should explore when interpreting essential biological processes such as gene regulation.

Our understanding of the molecular interactions, chem-
ical reactions, and remarkable regulatory mechanisms
that sustain a living cell remains stubbornly incomplete.
Different fields have investigated aspects of this funda-
mental problem and established some overarching pri-
nciples to frame our understanding of cell biology.
Geneticists have elegantly demonstrated dense and highly
interconnected gene networks. Biochemists and molecu-
lar biologists have toiled diligently to uncover similar and
partly overlapping networks of molecular interactions
with painstaking in vitro reconstitution studies. Cell biolo-
gists have beautifully mapped how different components
of cellular systems are spatially organized by organelles
and other subcellular compartments, including mem-
braneless phase-separated condensates. At much higher
resolution, biochemists and structural biologists have pro-
vided key mechanistic frameworks and structural details
about how biological macromolecules interact and en-
zymes function. This illuminating yet restricted window
into molecular mechanisms of macromolecular transac-
tions has largely been limited to strong stoichiometric in-
teractions that allow for purification and subsequent
reconstitution. A major hurdle that is just now beginning

to yield to analysis is the fact that within a living cell, bio-
molecules exist in a complex milieu, diffuse very rapidly,
and are at much higher effective concentrations than can
be achieved in a test tube. Consequently, it has been
very difficult to learn the rules of biomolecular interactions
in vivo—for example, the requirements for strength of in-
teraction, how specificity is achieved—and their functional
relevance to a particular biological process or regulatory
system.

For example, when considering a stochiometric assem-
bly between two factors (Fig. 1A), we typically assess the
biophysical properties of the interaction in terms of an as-
sociation rate (ON-rate) and a dissociation rate (OFF-rate)
(Fig. 1B). Dissociation rates have generally been well ac-
cepted as an important potentially rate-limiting step that
can bemeasured in reconstituted systems outside their na-
tive cellular environment. On the other hand, association
rates (ON-rate) have proven to be far more difficult to mea-
sure and consequently, less appreciated as a potentially
powerful regulatory mechanism. ON-rates, in addition to
being dependent on concentrations of the interacting
partners of interest, are also highly influenced by the con-
centrations of many other cellular factors able to compete
with the cognate interacting partners. ON-rates also
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include a potential entropic component that includes both
the entropic penalty for complex formation as well as the
potential entropic gain from displacing bound water mol-
ecules or other solution components. It is therefore essen-
tial to consider and measure the ON-rate for a particular
assembly in the context of the multiple competing interac-
tions the target molecules invariably are engaged with in-
side a cell at relevant concentrations at any given time.
In recent years, weak, multivalent and transient interac-

tions between biomolecules (proteins, RNA, etc.) have
been recognized as playing an important role in cellular
mechanisms, especially in complex regulatory processes.
As an example, this became apparent from our own re-
search when we found that classically defined sequence-
specific DNA-binding transcription factors like Oct4 and
Sox2 bind to cognate regulatory DNA sites for less than
10 sec on average in live cells, and RNA Pol II forms local
concentration clusters with dwell times of only ∼6 sec
(Cisse et al. 2013; Chen et al. 2014). Among many such ex-
amples emerging from live-cell single-particle imaging,
one of themost striking cases is seen during early fly devel-
opment where the dwell time of the morphogen Bicoid on
is less than 1 sec (Mir et al. 2017). This striking findingmade
us realize that the length of time (residence time) a partic-
ular individual trans-acting factor binds stably to its regula-
tory site may not be the critical regulatory parameter.
Instead, it seems likely that what is driving molecular regu-
latory eventsmay actually be how often the cis-acting DNA
site is visited and transiently occupied. Substantial time-av-
eraged occupancy at the site might be the result not of sta-
ble binding (low OFF-rate), but of many rapid binding
events executed by different molecules of the cognate
species (high ON-rate) (Fig. 1C).
It is therefore essential to recognize how the strength and

specificity of interactions between molecules in cells co-
evolved. Biomolecules are decorated with complex surfac-
es bearing different intrinsic or induced properties (charge,
hydrophobicity, etc.) and they are never inert to the sur-
rounding water or the multitude of other macromolecules
present in a living cell. While each molecule may engage

in a few specific and strong interactions, we must also con-
sider the innumerableweaker interactions, especially as the
number and diversity of interacting molecules increases
with the complexity and size of genomes. Moreover, pro-
teins typically do not consist only of the well-structured do-
mains amenable to structural biology that give rise to
strong and stoichiometric binding interactions, but often
contain long intrinsically disordered regions (IDRs). We
have also increasingly come to appreciate and recognize
the as-yet poorly understood functional contributions of re-
petitive polymers such as RNA as well as a class of IDRs
called low-complexity domains (LCD) whose inherent mul-
tivalency offers multiple opportunities to engage in weak
interactions. The picture emerging from these findings is
one in which macromolecules in vivo are likely perpetually
sampling numerous distinct surfaces in their surrounding
environment, giving rise to a diversity of weak multivalent
interactions that effectively compete with interactions of
greater affinity in whatwe refer to as a strength versus num-
bers model.
Weare especially interested in theseweakbut numerous

interactions because theyoffer greater potential for regula-
tory efficiency than the more conventional high-affinity
“lock and key” interactions, since their inherently labile na-
ture (high OFF-rates) enhances the sampling of their envi-
ronment by allowing rapid release from nonproductive,
competing interactions. We also envision that protein low
complexity domains (LCDs), and nucleic acids (especially
RNA) may play a central role in nucleating such weak inter-
actions because of their intrinsic multivalent nature. This
concept has been classically defined in one prominent
case that can be studied at single-molecule resolution in vi-
tro: sequence-specific DNA-binding proteins interacting
nonspecifically and sliding along the surface of bacterial
DNA (that is, adsorbed onto the polymer) targeted to their
sequence-specific recognition sites in a reduced-dimen-
sionality search. A similar mechanism is also at play in the
CRISPR/Cas9 target search (Koh et al. 2012; Lee and
Myong 2021). Although a similar phenomenon has yet to
be experimentally demonstrated with protein LCDs, we
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FIGURE 1. (A) When studying an interaction between two molecules, one generally considers the fast-moving particle as the explorer (green
interacting factor) and the slower or less mobile one, the binding site or target (in red). Neither the explorer nor the target has any function alone,
but they can potentiate a function when assembled into a complex. (B) Complex formation is defined by an OFF-rate that drives how long every
formed complex will last in time and reflects an intrinsic property of the interaction in question. The ON-rate is not just an intrinsic parameter
dictating frequency of the queried interaction but is also influenced by the diffusion coefficient and effective concentration of the explorer.
(C ) For relatively weak interactions with a high OFF-rate, the frequency at which the interactions take place will determine how often the target
will be occupied, integrated over time. In this ON-rate-dominated setting, how long a particular molecule binds becomes less relevant and the
rate-limiting parameter becomes how often the target is visited.
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speculate that such a mechanism is in essence similar to
“heterogeneous catalysis” in chemistry in which adsorp-
tion to a surface facilitates molecular encounters (Kang
andWeinberg 1995) and could well be driving protein:pro-
tein transactions in vivo. This same concept has also been
independently formalized in theoretical physics (ben-
Avraham and Havlin 2000; Bénichou et al. 2010).
Adsorption couldbe apowerful lens for understandingmo-
lecular motion in the cell. Molecules in cells rarely exhibit
properties of free diffusion (classical Brownian motion)
and often display strong anomalous diffusion coefficients
representative of constraints in their sampling space
(Woringer andDarzacq2018). A revealing case of such “an-
isotropic behavior” can be seen with the CTCF protein
binding to chromatin as a result of its interaction with
RNA in cells (Hansen et al. 2020) or the compact nuclear ex-
ploration by enzymes like the protein kinase complex P-
TEFb involved in transcription elongation (Izeddin et al.
2014). Such phenomena could be, in part, the result of mo-
lecular adsorption on nucleic acid or repetitive low com-
plexity peptide surfaces restricting the search space in
the cellular environment. Figure 2 depicts different strate-
gies to control effective concentrations in cells.

The multivalent nature of LCDs and nucleic acids in re-
cent years has been a subject of great interest because of
their ability to undergoor nucleate a physical phenomenon
called phase separation, in which interacting molecules
separate into distinct phases like oil in water (Banani et al.
2017). While this phenomenon is well established to play
an important role in cellular compartmentalization of non-
membranous organelles such as the nucleolus, in many
cases the functional consequences of phase separation in

vivo are less clear. For example, phase partitioning is very
seductive and has beenwidely speculated to play an active
role in transcription regulation but with scant evidence to
establish functional causality (Bhat et al. 2021).

The recent appeal of phase-separation models derives
from the notion that it can create domains of stable high lo-
cal concentration where macromolecules that have copar-
titioned will sample each other more often while being
sequestered from other molecules that remain in solution.
The question we would like to contemplate here is how of-
ten does phase separation constitute a mechanism that is
physiologically relevant for driving essential biological
function per se? Or could it be that in many cases, phase
separation is largely a natural and inevitable, if extreme,
consequence of the multiple weak interactions intrinsic to
the behavior of most biological macromolecules and not
necessarily a mechanism that drives the function of the
phase-separated components? We believe that this ques-
tion needs to be addressed for every system engaging in
multiple weak and transient interactions. However, at high-
er concentrations,multivalent interactions will likely lead to
molecular aggregation and/or phase separation regardless
of functional consequences. It also seemed to us that for-
mation of phase-separated compartments would not be
particularly advantageous for regulatory processes where
dynamic flexibility must be at a premium. In short, the link
between cause and effect for liquid–liquid phase separa-
tion remains largely unresolved in most cases that have
been studied in live cells or in vivo.

We suspect that in some cases, these weak and transient
interactions will instead drive function viamolecular adsorp-
tion as seen with proteins sliding on DNA—a mechanism

quite distinct from phase separation
since it is a property that a singlemole-
cule can adopt interactingwith its envi-
ronment, whereas a phase is a bulk
property requiring large numbers of
interactors. One example of the
cumulative strength of such behavior
in vivo can be seen with the sequestra-
tion of RNA Pol II in the replication
compartments of HSV infected cells
(McSwiggen et al. 2019). Indeed, on
first inspection, these replication com-
partments show an uncanny resem-
blance to phase-partitioned droplets,
but the underlying driver actually
turned out to be naked DNA that
served as a multivalent adsorptive sur-
face ideal for depleting the nucleo-
plasm of DNA-binding factors. In
other cases, especially at higher con-
centrations, phase separation may re-
sult in dysfunction by inhibiting critical
processes via factor sequestration.
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FIGURE 2. How numbers of molecules can compete with the strength of an interaction. (A)
Different membranous or membraneless organelles can locally confine particular factors and
therefore modulate their effective concentration. In addition to controlling endogenous pro-
tein levels via expression, such local concentration effects provide alternative mechanisms
to control concentrations at different spatial and temporal scales. (B) In addition to modulating
the number of potential partner molecules, the space and dimensionality a particular molecule
is able to explore can be regulated. This can be achieved either by controlling the size/volume
of organelles/compartments or by restricting the space accessible to the molecule during ex-
ploration—for example with features within the cell that will reduce the exploration volume or
by presenting adsorptive surfaces such as DNA or RNA to restrict the dimensionality of an ex-
ploration. (C ) Upper diagram—cellular compartmentalization serves as one means to control
concentration. Lower diagram—Sliding on a surface like a nucleic acid polymer (DNA or
RNA) can also serve to reduce sampling dimensionality and thereby facilitate the guiding of
molecules to their targets.
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Alternatively, condensates could serveas storageorganelles
that reduce macromolecule concentrations that might oth-
erwise be detrimental to cell health and viability. While we
recognize that causal relations are rather difficult to isolate
from the natural consequences of multivalent weak interac-
tions and should be pursued, we advocate for caution in
claiming causal functionality based on a physical phenome-
non, especially in situations where phase separation is ob-
served in vitro or after artificial manipulations in vivo. In
several instances, when these obligate multivalent weak in-
teractions are enhanced or exacerbated by overproduction
of a partner component, the outcome is more commonly
counterproductive in terms of the mechanism driving a par-
ticular endogenous function under physiologically relevant
contexts.
Consequently, the formation of phase-separated drop-

lets is often the result of artificially overexpressing factors
and, interestingly, can lead to cell death—a phenomenon
frequently exploited by laboratories as a method for se-
lecting and establishing low-expressing stable cell lines.
We therefore suspect that in many cases, such observed
or implied correlations of phase separation with function
could just be a consequence of abundant multivalent inter-
actors rather than the causal mechanism required for driv-
ing biological processes such as transcription activation.
We suggest that other properties of multivalent biomole-
cules beyond their propensity to phase partition at high
concentrations should be studied along with their impact
on function.
In summary, we close with these questions: How often is

biological phase partitioning actually a cause rather than
an inevitable consequence of the ubiquitous weakmultiva-
lent molecular transactions that govern biomolecular pro-
cesses and biological regulation? In those cases where
phase partitioning is not the functional driver, what mech-
anisms are functionally relevant to mediating critical bio-
logical reactions and processes?
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